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Introduction

Measurement uncertainty is the most important criterion in
both method validation and internal quality control [1]. The
increasing implementation of accreditation and quality con-
trol pinpoints the need of suitable approaches to estimate
the measurement uncertainty. This is reflected in the accred-
itation standard EN-ISO/IEC 17025 whose clause 5.4.6.2
states that “Testing laboratories shall have and shall apply
procedures for estimating uncertainty of measurement”.
A sound and well-established approach for evaluating the
measurement uncertainty is set out in the “Guide to the ex-
pression of Uncertainty Measurement” (GUM) [2-3] and
several reputed organizations recommend its application
[4]. However, it is also clear that GUM approach encom-
passes a tedious and error-prone series of calculations and
accordingly, laboratory managers are aware of the benefits
of using a software package to perform GUM calculations.
Rasmussen [5] reviewed the software tools for the expres-
sion of uncertainty in measurement from the viewpoint of
supporting testing laboratories. The aim of the present pa-
per is beyond this goal and it deals with the comparison
of some of the widely used software packages for GUM
estimation of measurement uncertainty. The comparison is
made on the basis of user-friendly features and facilities for
laboratory personnel. Also, taking into account that the first
supplemental guide to the current GUM edition deals with
the propagation of distributions and emphasizes the use
of Monte-Carlo simulation for measurement uncertainty,
some programs performing it were chosen.

Demos or evaluation versions of the following software
tools have been selected for comparison: Assistant [6],
GUM Workbench [7], Uncertainty Pro [8], Crystal Ball
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[9], Decision Pro [10] and @Risk [11]. The first three
perform classical GUM evaluation of measurement uncer-
tainty and the last three enable us to apply the Monte-Carlo
approach. In order to carry out the comparison, two case
studies were selected. The first one is quoted from the EU-
RACHEM/CITAC guide [3]: example Al: preparation of
a calibration standard (pp 34-39) yet discussed in [4]. The
second one is quoted from Yang and Willie [12] and deals
with the determination of lead in tap water by atomic ab-
sorption spectrometry [13].

Worked example 1: preparation of a calibration
standard

The explanation has been quoted from [4]. The goal is to
prepare a calibration standard of high purity cadmium with
a concentration of ca. 1000 mg/l. The measurand is the
concentration of standard solution, which depends upon
the weighing of the high purity metal (Cd), its purity, and
the volume of the liquid in which is dissolved.

According to GUM the following stages are considered:

(1) Specification step: The model equation is

~1000m P

7 H
where C is the concentration of the standard (mg/l), m the
mass of high purity cadmium dissolved (mg), P the purity
and V the volume of the final solution (ml). The scale factor
1000 is used to convert ml to 1.

(2) Identification step: The sources of significant uncer-
tainty for each parameter affecting the measurand are:
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Table 1 Combined uncertainty obtained by the six programs for
the two worked examples selected
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Mass, m: This involves weighing the high purity metal. A
100-ml quantity of a 1000 mg/l cadmium solution is to be
prepared. The mass of cadmium is determined by a tared
weighing, giving m=0.10028 g.

Volume V: The volume of the solution contained in the
volumetric flask is subject to three major sources of un-
certainty: the uncertainty in the certified internal volume
of the flask, the variation in filling the flask to the mark,
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Fig. 1 Introduction of input data in Assistant
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Fig. 2 Building of the measurand and interim model in Assistant

Fig. 5 Data introduction in GUM Workbench

and the flask and solution temperatures differing from the
temperature at which the volume of the flask was calibrated.
(3) Quantification step: The different uncertainties are
calculated as follows:
Purity, P: The purity of the cadmium is given on the cer-
tificate as 0.9999+0.0001. Thus, it is a type B uncertainty.
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Fig. 7 Correlation introduction in GUM Workbench as a matrix

Uncertainty Budget:
‘Quantity Value Standard Degrees | Sensitivity | Uncertainty
Uncertainty of Coefficient | Contribution
Freedom
100.2800 mg 0.0500 mg 50 10 0.50 mgiL
P 0.9233000 0.0000577 infinity 1000 0.058 mgiL
100.0000 L 0.0865 L
Ve 0oL 0.0408 L infinity -10 -0.41 mgl
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Result:  Guantity: Cqq

alue: 1002.7 mgiL

Expanded Uncertairty: £1.7 moiL
Coverage Factor: 2.0

Coverage: t-table 95%

Fig. 8 Output generated by GUM Workbench

Because there is no additional information about the un-
certainty value, a rectangular distribution is assumed. To
obtain the standard uncertainty u(P) the value of 0.0001

has to be divided by +/3:

0.0001

= 0.0000577
V3

u(P) =

Mass, m: The uncertainty associated with the mass of the
cadmium is estimated, using the data from the calibration
certificate and the manufacturer’s recommendations on un-
certainty estimation, is u(m) = 0.05 mg. This is a type B
uncertainty and it is assumed a normal distribution.

Volume, V: The volume has three major influences; cal-
ibration, repeatability and temperature effects that can be
split into three contributions: Vy, Viep and Vieyp.

i) Calibration (V.y): The manufacturer quotes a volume
for the flask of 100 ml &= 0.1 ml measured at a temperature
of 20°C. The value of the uncertainty is given without con-
fidence level or distribution information, so an assumption
is necessary. Here, the standard uncertainty is calculated as
atype B one, assuming a triangular distribution, and u(Va )

is obtained by dividing 0.1 by v/6:

0.1
u(vcal) = % = 0.0408

ii) Repeatability (Vyep): The uncertainty due to variations
in filling can be estimated as a type A uncertainty from a
repeatability experiment on a typical example of the flask
used. A series of 10 fill and weigh experiments in a typ-
ical 100 ml flask gave a standard deviation of 0.02 ml.
This can be used directly as a standard uncertainty. Thus,
U(Viep)=0.02

iii) Temperature (Viemp): According to the manufacturer,
the flask has been calibrated at a temperature of 20°C,
whereas the laboratory temperature varies between the lim-
its of +4°C. The type B uncertainty from this effect can
be calculated from the estimate of the temperature range
and the coefficient of the volume expansion. The vol-
ume expansion of the liquid is considerably larger than
that of the flask, so only the former needs to be con-
sidered. The coefficient of volume expansion for water
is 2.1x10~% °C~!, which leads to a volume variation of
+(100x4x2.1x10~%)==+0.084 ml. The standard uncer-
tainty is calculated using the assumption of a rectangular
distribution for the temperature variation:

0.084
u(vtemp) = 7 = 0.0485

The volume V can be considered as an interim result with
an interim model equation

V=V + Vrep + Vtemp (2)

The expected value of V must be calculated also from
Eq. 2, and therefore the value of 100 ml can be ascribed
only to one of the three terms. It seems to be advisable to
assign the value 100 ml to the expectation of Vi, (because
this value was obtained by a series of 10 measurements with
a standard deviation of 0.02) and to take zero for the expec-
tations of both V¢, and Viemp. Accordingly, the expected
value of V from Eq. 2 will be: V=1004+04-0=100 ml, and
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Fig. 9 Data introduction by
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the interim combined standard uncertainty u(V) of the vol-
ume V:

u(V) = Ju2(Vea) + 12 (Vigg) + 12(Vigmp) = 0.0665

(4) Calculation of the combined standard uncertainty of

C: By applying the law of error propagation to Eq. 1 after
evaluating partial derivatives we get:

2 2
u(C) = \/< 1000P> u%(m) + (@) u%(P)

V

1000mP\* ,
+ —T u (V)

that yields to the value of the combined uncertainty
u(C)=0.8354.

The computation of the expanded standard uncertainty
can be obtained upon normality assumption for about
the 95% confidence level using a coverage factor k=2:
u(C)=1.6708, but some other possibilities are available.
The use of the Student tabulated value as coverage factor
is more advisable is some cases.

Monte-Carlo analysis

In our example, the model equation (and the interim one)
has been set already, and the sources of uncertainty, iden-
tified. The selection of the probability density functions
for the different parameters can be done from the infor-
mation gathered in Table 1. Thus, P is a random variable
uniformly distributed with expectation 0.9999 and range
0.9998-1.0000, m is normally distributed with mean 100.28
and standard deviation 0.05, V, follows a triangular dis-
tribution with zero mean and interval &= 0.1, Vi, can be
assumed to follow a normal distribution with expectation
100 and standard deviation 0.02, and finally, Vien, is uni-
formly distributed with zero mean and interval £ 0.084.
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V. C Quantity
m WL Quantity
Comment

Fig. 10 Model equation building with Uncertainty Pro

Monte-Carlo simulation with 100000 trials was selected.
From the report, the following data were quoted:

— Mean value: 1002.6985

Median: 1002.6968

— Standard deviation: 0.8348

Skewness: —0.0030

Confidence interval for 95%: [1001.0760, 1004.3245]

The comparison of the results for combined uncertainty
obtained by using both approaches did not show any sig-
nificant difference.

Worked example 2: uncertainty in the determination of
lead in a tap water by atomic absorption spectrometry

This explanation is quoted from [13] and deals with the
determination of lead in tap water from atomic absorption
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Equation E|
Cell name |Cell C_sample
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Fig. 11 Introduction of the correlation between variables as a matrix
in Uncertainty Pro

spectrometry using an external calibration curve. If A stands
for the absorbance values and C stands for the concentration
of Pb, the following linear relationship is obtained:

A =by+ bC 3)

The intercept, bp=—0.000377, has a standard uncertainty
u(bp)=0.004424 and the slope, b;=0.0100008, has a stan-
dard a standard uncertainty u(b;)=0.00006827. Both pa-
rameters by and b, are correlated with a correlation coeffi-
cient obtained from

SN Ciouby)

r(bo, by) = — N u(bo)

“)

N being the number of points, leading to r(by,b;)=
—0.8230.

A tap water sample was measured in triplicate, giving the
absorbance values: 0.500, 0.505 and 0.495. The blank con-
centration expressed as Pb in ng/g was estimated in three
separated experiments leading to 0.40, 0.30 and 0.50 ng/g.
The concentration of Pb in the sample is obtained from the
model:

Asa.mple - bO
by

Z = — Chlank (5)

Assuming that all input parameters are normally dis-
tributed, we operate as follows:

Cholank 1s a random variable normally distributed with
expectation 0.40 ng/g and standard deviation 0.10 ng/g,
Agample 18 normally distributed with mean 0.500 and stan-
dard deviation 0.010, by follows also the Gauss distribution

with mean —0.000377 and standard deviation 0.004424,
and finally, b, is also normally distributed with 0.0100008
mean and standard deviation 0.00006827.

The GUM steps (1)—(4) leads to a combined uncertainty
u(Z)=0.632. By performing a Monte-Carlo simulation with
100000 trials, the results were:

Mean value: 49.635 ng/g

— Median: 49.636 ng/g

Standard deviation: 0.633 ng/g

Skewness: —0.0067

Confidence interval for 95%: [48.39273, 50.87563]

As can be observed, in this case, results from both
approaches agree well, mainly due to the more linear
model and the assumption that all input parameters have
a normal PDF.

Results and discussion

The six commercial programs selected were applied to
these two examples. The results obtained are gathered in
Table 1. As it can be observed, the uncertainties calculated
with the different programs present differences in the last
(third) digit. The uncertainty of measurements is essential
to report the correct number of significant figures of the
result. In fact, the first significant figure of the uncertainty
is the first uncertain figure of the average result, and con-
sequently, its final significant figure. Thus, it seems to be
immaterial the found variability in the third decimal place
of the uncertainty. Anyway, the source of this variability
can be explained as follows.

Programs using Monte-Carlo approach perform simu-
lated samples of the measurand, according to the distribu-
tion functions of the input variables. The final result are
the mean values and standard deviations that come from
different simulated samples in each run and accordingly,
some slight variability can be expected.

On the other hand, the classical GUM evaluation use par-
tial derivatives to calculate the sensitive coefficients when
error propagation is performed, the software tools that per-
form classical GUM evaluation may use different algo-
rithms (whose source code is not available) to calculate
this coefficient, and then, is possible to find some little
differences in the computed combined uncertainty.

Accordingly all these studied programs could be used for
estimating the uncertainty measurement in routine analy-
sis. However, some of them could be more user-friendly
for lab technicians. In the following we will consider the
main features of these programs as well as several captures
illustrating the way of data input, model equation building,
reports and outputs, etc.

Assistant

This program is very systematic, intuitive and straight-
forward to handle. These features make it very useful to
beginners in the manipulation of spreadsheets. The help
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Fig. 12 Presentation of output

: | Equations:
results in Uncertainty Pro

C_Cd = 1000"m*P#

V=WV CHY oVt
List of quantities:
Quantity |Unit | Hame of quantity
C_Cd C_Cd
m m
P P
A4 A4
vV C vV C
V_r V_r
V_t V_t
Uncertainty budget:
Quantity | Value Std. uncertainty Deg. of freedom | Sensitivity coeff. Uncertainty contrib.
C_Cd 1002.700 0.835 380
m 100.2800 0.0500 50 100 05 %
P 0.9999000 0.0000577 @ 1000 01%
A 100.0000 0.0665 6101
V_C n} 0.0408 L 10.0 -0.4 %
V_r 100.0000 0.0200 50 100 -0.2%
VYt 1] 0.0485 «© 100 -0.5 %
Result:
Quantity C_Cd
Value 1002.700
Combined standard uncertainty |0.835
Expanded standard uncertainty |1.64
Coverage factor 1.96
Confidence level 95%

is a bit Spartan but has a lot of examples for illustration.
Data introduction is shown in Fig. 1. The built of the model
equations is presented in Fig. 2. The consideration of cor-
related variables is illustrated in Fig. 3 and the produced
results are gathered in Fig. 4.

GUM Workbench

Like Assistant, this is very intuitive, easy and systematic.
Practically there is no need of help for performing calcu-

]
— M = nrand( 100.28; 0.05)
100.28
P
C Cd I— P := rand( 0.9998; 1.0000 )
B Mt 0.9999
Ccdi= 1DUGVM P
¥_C
1002 59872 W_Co=trand(-01;0,01)
i]
W W_r
V=Y C+V r+V t W_r = nrand( 100; 0.02)
100 100
W_t
W _t '=rand( -0.0584, 0.054 )
1]

Fig. 13 Data introduction using the variable tree of Decision Pro

Normal Distribution E

Input node name:
Population mean:  |100.28
Standard deviation: |0.05

Update Graph |

| 1 | 1 | |
I T T T T T T 1

1001 10015 100.2 100.25 100.3 100.35 100.4 100.45

Back ‘ Finish |

Fig. 14 Distribution selection for input variables in Decision Pro

Cancel |

lations. Anyway the manual is splendid for learning. As
in the above considerations, the screen captures showing
the data introduction, model equation writing, correlation
inclusion and final output correspond to Figs. 5-8.
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Correlate Inputs

X)

Enter the name of each input node that will be comelated with any other node:

[b0:b1|

Mote: Click on nodes in the main tree to enter node names automatically.

Cancel

Fig. 15 Introduction of correlation between variables (nodes) in
Decision Pro

Simulation Summary

Measure C Cd
Observations 100,000
Mean 1,002.69448
Standard Deviation 0.83537
Posterior STD 0.00264
Variance 069784
Minimam 999.6612
5th Percentiie 1,001.31208
Median 1,002.69529
95th Percentile 1,004.06455
Maximum 1,005.63032

Fig. 16 Final output in Decision Pro

¥ Define Distribution for B2

2] AP ) ) e
Minimerm | nfi
Source  |Function - M ..:-n:
Mean 100220000
Mode 00280000
Dist.. | [Nomal hd o
It Std Dew | 0.050000
R Lt E Vatisnoe | 00025000
o 10.05 C] | Sheunsss| 00000
30000
e WE .:%:%"’_ﬁ% .........
Leit P 250%
tr, max  [+Infity ] Righay__| 00,3780
st Jo B Rige P | 37.50%
Diff, % 01960
DEP 19800 __...|
1001820 1003780
G Newrr. | Aol | Concel
Fig. 17 Definition of distribution features for input variables in
@Risk

Uncertainty Pro

An excellent program very easy to handle, especially after
the reading of the help, that is concrete and essential.
Diagrammatic calculation boxes appear, enabling the data
introduction by clicking inside the cells. Each input variable
has associated one uncertainty cell which can be activated
or deactivated, where the different possibilities for uncer-

@RISK - Madel [Ejempla 2.rsk] - [Corrolation]

[Elte £t viw frosrt Sdston bodel Comelstion Grach Window Heb
2 WriL=Z2 AlhA BF oD BRAOE |
EBEBR% B
T M [ et st
Desespton [
Wokbook  [Hoia2at -
A Hopl1§25 Honl 826 e
Newhlatmc22) | b ek | B/ sk
Haojallg 25
Heyriteid 1.000 082
HaialB26
b1 vekae a8 1.000
4 1]
Model J
Ready

Fig. 18 Introduction of the correlation between variables as a matrix
in @Risk

@RBK - Results - [Detailed Statistics]

[D6ke b Wew [oet Smistion Reasdts Graph Wedow Help

oW AN A B AMOEAR &b ¥
=- e -
= Inpats o
B2 Mass / Viadue
B3 Pusity Mok 1000842 SIUNELR
BéV_c /e 1004489 1 SEHHE-02
B5-V_1 / Vakue 100.2611 -JEEETE-4
BVt Wk 5 0sT1E 02 5 TBIT2E05 LA0BG4E 02
25370500 3305756E 09 1 EERIEE 03
2ETHI &R 400e3M T.TOOGEE 04
2;mEN 1604533 2734094
] ] ] -
26 1002842 05558547 £ 872803
{54 Ponc 1001, 341 1001578 3599058 £ IBUIER
110% Parc 1001518 1002163 09998001 SENTEQE
{15% Parc 1001828 100223 09993303 A SEQUEE 02
| 20% Perc 100,397 100239 039402 ATIOSTEE
{257 Parc 100212 1002457 0% 297HZIE2
0% Perc 1002 254 1002545 0398513 2 BT
| 5% Perc 1002374 100 %16 09958711 T EAGRE 02
4% Perc 1002 384 100 255 09958512 -1 SESE (2
45% Perc 1002 537 100275 05558518 SENED
STk Perc 10027 1002615 05599009 £ 29668 04

Fig. 19 Final output for @Risk

Cell B2: Normal Distribution

Assumption Name: lm | Prefs |
2
E
=
2
a
10013 100.21 100,28 100.36 100.43
» ]—Iniinlly & Static ¢ Dynamic 4 |+Infinity
Mean |100.28 Std Dev |0.05
[1].4 ‘ Cancell Enter | Galleryl Cnrrelale...l Help ‘

Fig. 20 Introduction of input data distributions in Crystal Ball

tainty calculation are considered. The program enables,
from the Administrator access level, the building of the
calculation diagram, leaving blank the values of input vari-
ables but with their uncertainties. Thus, authorized users
when activating the diagram, only are aware of introducing
the experimental data and obtain the corresponding report.
The Administrator is the only person who has total access to
modify the diagram. This fact makes the possibility of using
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Cell B25: Correlate b0 X
¥ On
B26] | bl I Sample Correlation
oo
[0.823 gt \
0.82 b1 g
i
Og
=
=]
oo
002 0ot
| Enter I Remuve' Calc...| b0
Mormal Distribution
OK | Cancel | Help | (Sample Size = 500

Fig. 21 Establishment of correlation between two input variables
in Crystal Ball

Run Preferences @

Maximum Number of Trials: |100000
Sampling

v Stop On Calculation Errors Speed

¥ Enable Precision Control Macros

Confidence Level: (95.0 %

Options
[Set Precision in Define Forecast Dialog)

E

Turbo

[Cox ]

Fig. 22 Selection of simulation characteristics in Crystal Ball

Cancel Help

Fig. 23 Output report by
Crystal Ball

the program in labs with different technicians, who actually
do not need to know the full estimation of uncertainty mea-
surement, but just introduce the experimental data. Besides,
from the Administrator level, all performed jobs can be
controlled because all movements performed in the user’s
accounts are recorded. This is a value added for labs in-
volved in accreditation process or in good laboratory prac-
tices issues. The corresponding captures are presented in
Figs. 9-12.

Decision Pro

This is a complex program to carry out a Monte-Carlo
simulation. The help gives some basic foundations but not
much else. The use of the program is somewhat awkward
with complicated models. Another handicap is the lack of
showing percentiles different from 5 and 95% for the output
distribution. In Fig. 13, the data introduction by means of
the decision tree is shown. The selection of the distribution
features for input variables is illustrated in Fig. 14. The
consideration of correlated variables is gathered in Fig. 15
and the output results are depicted in Fig. 16.

@Risk

This program is an Excel add-in that improves significantly
the spreadsheet. Input data are introduced together with
their distribution features, and the measurand output is es-
timated from the input values. Thus, this program can be
of interest to those who use Excel spreadsheets. The video-
tutorial and the program help are good and suitable for get-
ting started. The screen captures are shown in Figs. 17-19.

Crystal Ball Report
Simulation started on 23/1/05 at 0:34:50

Simulation stopped on 23/1/05 at 0:37:07

Forecast: C

Summary:

Display Range is from 1.000.43 to 1.004,88
Entire Range is from 999,53 to 1.006,02
After 100.000 Trials. the Std. Error of the Mean is 0,00

Statistics:
Trials
Mean
Median
Mode
Standard Deviation
Variance
Skewness
Kurtasis
Coeff. of Variahbility
Range Minimum
Range Maximum
Fange Width
Mean Std. Error

Cell: B9

Bpcants

100000 Triak: 99,593 DEplaed

FEQuescyChart

e

Yalue
100000
1.002.71
1.002.71

Prohability
Aauanbasy

i

0.83

D m (L1 %]
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Crystal Ball

This is another Excel add-in. The introduction of input
data and selection of distributions is very easy. The help
explains in a superb way the simulation process. The “cus-
tom” distribution is a very good device, because it enables
the introduction of both discrete and continuous records in
a fully flexible way. The program can create a report with a
lot of information within the Excel book and is lighter than
@Risk. Important captures are shown in Figs. 20-23.

Conclusion

The commercial programs compared here can be used with
success for the estimation of the uncertainty measurement.
However, according to the feasibility, suitability and
user-friendly features, the best programs are: Uncertainty
Pro for classical GUM approach and Crystal Ball for
Monte-Carlo simulations.
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